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E Invited Commentary
IMPORTANCE The rapid expansion of virtual health care has caused a surge in patient page 596
messages concomitant with more work and burnout among health care professionals. = Related article page 507
Artificial intelligence (Al) assistants could potentially aid in creating answers to patient

. . . L | |
questions by drafting responses that could be reviewed by clinicians. Supplemental content

OBJECTIVE To evaluate the ability of an Al chatbot assistant (ChatGPT), released in November
2022, to provide quality and empathetic responses to patient questions.

DESIGN, SETTING, AND PARTICIPANTS In this cross-sectional study, a public and nonidentifiable
database of questions from a public social media forum (Reddit's r/AskDocs) was used to
randomly draw 195 exchanges from October 2022 where a verified physician responded to a
public question. Chatbot responses were generated by entering the original question into a
fresh session (without prior questions having been asked in the session) on December 22 and
23, 2022. The original question along with anonymized and randomly ordered physician and
chatbot responses were evaluated in triplicate by a team of licensed health care
professionals. Evaluators chose “which response was better” and judged both “the quality of
information provided"” (very poor, poor, acceptable, good, or very good) and “the empathy or
bedside manner provided" (not empathetic, slightly empathetic, moderately empathetic,
empathetic, and very empathetic). Mean outcomes were ordered on a 1to 5 scale and
compared between chatbot and physicians.

RESULTS Of the 195 questions and responses, evaluators preferred chatbot responses to
physician responses in 78.6% (95% Cl, 75.0%-81.8%) of the 585 evaluations. Mean (IQR)
physician responses were significantly shorter than chatbot responses (52 [17-62] words vs
211[168-245] words; t = 25.4; P < .001). Chatbot responses were rated of significantly higher
quality than physician responses (t = 13.3; P < .001). The proportion of responses rated as
good or very good quality (= 4), for instance, was higher for chatbot than physicians (chatbot:
78.5%, 95% Cl, 72.3%-84.1%; physicians: 22.1%, 95% Cl, 16.4%-28.2%;). This amounted to
3.6 times higher prevalence of good or very good quality responses for the chatbot. Chatbot
responses were also rated significantly more empathetic than physician responses (t = 18.9;
P <.001). The proportion of responses rated empathetic or very empathetic (=4) was higher
for chatbot than for physicians (physicians: 4.6%, 95% Cl, 2.1%-7.7%; chatbot: 45.1%, 95% Cl,
38.5%-51.8%; physicians: 4.6%, 95% Cl, 2.1%-7.7%). This amounted to 9.8 times higher
prevalence of empathetic or very empathetic responses for the chatbot.

CONCLUSIONS In this cross-sectional study, a chatbot generated quality and empathetic
responses to patient questions posed in an online forum. Further exploration of this
technology is warranted in clinical settings, such as using chatbot to draft responses that
physicians could then edit. Randomized trials could assess further if using Al assistants might
improve responses, lower clinician burnout, and improve patient outcomes.
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he COVID-19 pandemic hastened the adoption of vir-

tual health care,! concomitant with a 1.6-fold increase

in electronic patient messages, with each message add-
ing 2.3 minutes of work in the electronic health record and more
after-hours work.? Additional messaging volume predicts in-
creased burnout for clinicians® with 62% of physicians, a rec-
ord high, reporting at least 1 burnout symptom.* More mes-
sages also makes it more likely that patients’ messages will go
unanswered or get unhelpful responses.

Some patient messages are unsolicited questions seeking
medical advice, which also take more skill and time to an-
swer than generic messages (eg, scheduling an appointment,
accessing test results). Current approaches to decreasing these
message burdens include limiting notifications, billing for re-
sponses, or delegating responses to less trained support staff.>
Unfortunately, these strategies can limit access to high-
quality health care. For instance, when patients were told they
might be billed for messaging, they sent fewer messages and
had shorter back-and-forth exchanges with clinicians.® Arti-
ficialintelligence (AI) assistants are an unexplored resource for
addressing the burden of messages. While some proprietary
Al assistants show promise,” some public tools have failed to
recognize even basic health concepts.?°

ChatGPT'° represents a new generation of Al technolo-
gies driven by advances in large language models.! ChatGPT
reached 100 million users within 64 days of its November 30,
2022 release and is widely recognized for its ability to write
near-human-quality text on a wide range of topics.!2 The sys-
tem was not developed to provide health care, and its ability
to help address patient questions is unexplored.!® We tested
ChatGPT’s ability to respond with high-quality and empa-
thetic answers to patients’ health care questions, by compar-
ing the chatbot responses with physicians’ responses to ques-
tions posted on a public social media forum.

Methods

Studying patient questions from health care systems using a chat-
bot was not possible in this cross-sectional study because, at the
time, the Al was not compliant with the Health Insurance Por-
tability and Accountability Act of 1996 (HIPAA) regulations. Dei-
dentifying patient messages by removing unique information to
make them HIPAA compliant could change the content enough
to alter patient questions and affect the chatbot responses. Ad-
ditionally, open science requires public data to enable research
to build on and critique prior research.'* Lastly, media reports
suggest that physicians are already integrating chatbots into their
practices without evidence. For reasons of need, practicality, and
to empower the development of a rapidly available and share-
able database of patient questions, we collected public and pa-
tient questions and physician responses posted to an online
social media forum, Reddit’s r/AskDocs.'>

The online forum, r/AskDocs, is a subreddit with approxi-
mately 474 000 members where users can post medical ques-
tions and verified health care professional volunteers submit
answers.'® While anyone can respond to a question, subred-
dit moderators verify health care professionals’ credentials and
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Key Points

Question Can an artificial intelligence chatbot assistant, provide
responses to patient questions that are of comparable quality and
empathy to those written by physicians?

Findings In this cross-sectional study of 195 randomly drawn patient
questions from a social media forum, a team of licensed health care
professionals compared physician’s and chatbot's responses to pa-
tient's questions asked publicly on a public social media forum. The
chatbot responses were preferred over physician responses and
rated significantly higher for both quality and empathy.

Meaning These results suggest that artificial intelligence assistants
may be able to aid in drafting responses to patient questions.

responses display the respondent’s level of credential next to
their response (eg, physician) and flag a question when it has
already been answered. Background and use cases for data in
this online forum are described by Nobles et al.!®

Allanalyses adhered to Reddit’s terms and conditions'” and
were determined by the University of California, San Diego, hu-
man research protections program to be exempt. Informed con-
sent was not required because the data were public and did
not contain identifiable information (45 CFR §46). Direct quotes
from posts were summarized to protect patient’s identities.'®
Actual quotes were used to obtain the chatbot responses.

Our study’s target sample was 200, assuming 80% power
to detect a 10 percentage point difference between physician and
chatbot responses (45% vs 55%). The analytical sample ulti-
mately contained 195 randomly drawn exchanges, ie, a unique
member’s question and unique physician’s answer, during Oc-
tober 2022. The original question, including the title and text,
was retained for analysis, and the physician response was re-
tained as abenchmark response. Only physician responses were
studied because we expected that physicians’ responses are gen-
erally superior to those of other health care professionals or lay-
persons. When a physician replied more than once, we only con-
sidered the first response, although the results were nearly
identical regardless of our decision to exclude or include fol-
low-up physician responses (see eTable 1in Supplement 1). On
December 22 and 23, 2022, the original full text of the question
was put into a fresh chatbot session, in which the session was
free of prior questions asked that could bias the results (version
GPT-3.5, OpenAl), and the chatbot response was saved.

The original question, physician response, and chatbot re-
sponse were reviewed by 3 members of a team of licensed health
care professionals working in pediatrics, geriatrics, internal medi-
cine, oncology, infectious disease, and preventive medicine
(J.BK.,D.J.F.,A.M.G.,M.H.,D.M.S.). The evaluators were shown
the entire patient’s question, the physician’s response, and chat-
bot response. Responses were randomly ordered, stripped of re-
vealing information (eg, statements such as “I'm an artificial in-
telligence”), and labeled response 1 or response 2 to blind
evaluators to the identity of the responders. The evaluators were
instructed to read the entire patient question and both re-
sponses before answering questions about the interaction. First,
evaluators were asked “which response [was] better” (ie, re-
sponse 1 or response 2). Then, using Likert scales, evaluators
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judged both “the quality of information provided” (very poor,
poor, acceptable, good, or very good) and “the empathy or bed-
side manner provided” (not empathetic, slightly empathetic,
moderately empathetic, empathetic, and very empathetic) of
responses. Response options were translated intoa1to 5 scale,
where higher values indicated greater quality or empathy.

Werelied on a crowd (or ensemble) scoring strategy,'® where
scores were averaged across evaluators for each exchange stud-
ied. This method is used when there is no ground truth in the out-
comebeing studied, and the evaluated outcomes themselves are
inherently subjective (eg, judging figure skating, National Insti-
tutes of Health grants, concept discovery). As aresult, the mean
score reflects evaluator consensus, and disagreements (or inher-
ent ambiguity, uncertainty) between evaluators is reflected in the
score variance (eg, the CIs will, in part, be conditional on evalu-
ator agreement).2°

We compared the number of words in physician and chat-
botresponses and reported the percentage of responses for which
chatbot was preferred. Using 2-tailed t tests, we compared mean
quality and empathy scores of physician responses with chat-
bot responses. Furthermore, we compared rates of responses
above or below important thresholds, such as less than ad-
equate, and computed prevalence ratios comparing the chat-
bot to physician responses. The significance threshold used was
P <.05. All statistical analyses were performed in R statistical
software, version 4.0.2 (R Project for Statistical Computing).

We alsoreported the Pearson correlation between quality and
empathy scores. Assuming that in-clinic patient questions may
belonger than those posted on the online forum, we also assessed
the extent to which subsetting the data into longer replies au-
thored by physicians (including those above the median or 75th
percentile length) changed evaluator preferences and the qual-
ity or empathy ratings relative to the chatbot responses.

. |
Results

The sample contained 195 randomly drawn exchanges with a
unique member-patient’s question and unique physician’s an-
swer. The mean (IQR) length of patient questions in words av-
eraged 180 (94-223). Mean (IQR) physician responses were sig-
nificantly shorter than the chatbot responses (52 [17-62] words
vs 211[168-245] words; t = 25.4; P < .001). A total of 182 (94%)
of these exchanges consisted of a single message and only a
single response from a physician. A remaining 13 (6%) ex-
changes consisted of a single message but with 2 separate phy-
sician responses. Second responses appeared incidental (eg,
an additional response was given when a post had already been
answered) (eTable 1in Supplement 1).

The evaluators preferred the chatbot response to the phy-
sician responses 78.6% (95% CI, 75.0%-81.8%) of the 585 evalu-
ations. Summaries of example questions and the correspond-
ing physician and chatbot responses are shown in the Table.

Evaluators also rated chatbot responses significantly higher
quality than physician responses (t = 13.3; P < .001). The mean
rating for chatbot responses was better than good (4.13; 95% CI,
4.05-4.20), while on average, physicians’ responses were rated
21% lower, corresponding to an acceptable response (3.26; 95%
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CI, 3.15-3.37) (Figure). The proportion of responses rated less than
acceptable quality (<3) was higher for physician responses than
for chatbot (physicians: 27.2%; 95% CI, 21.0%-33.3%; chatbot:
2.6%; 95% CI, 0.5%-5.1%). This amounted to 10.6 times higher
prevalence of less than acceptable quality responses for physi-
cians. Conversely, the proportion of responses rated good or very
good quality was higher for chatbot than physicians (physi-
cians: 22.1%; 95% CI, 16.4%-28.2%; chatbot: 78.5%; 95% CI,
72.3%-84.1%). This amounted to 3.6 times higher prevalence of
good or very good responses for the chatbot.

Chatbot responses (3.65; 95% CI, 3.55-3.75) were rated sig-
nificantly more empathetic (t = 18.9; P < .001) than physician re-
sponses (2.15; 95% CI, 2.03-2.27). Specifically, physician re-
sponses were 41% less empathetic than chatbot responses, which
generally equated to physician responses being slightly empathetic
and chatbot being empathetic. Further, the proportion of re-
sponses rated less than slightly empathetic (<3) was higher for phy-
sicians than for chatbot (physicians: 80.5%; 95% CI, 74.4%-85.6%;
chatbot: 14.9%; 95% CI, 9.7-20.0). This amounted to 5.4 times
higher prevalence of less than slightly empathetic responses for
physicians. The proportion of responses rated empathetic or very
empathetic was higher for chatbot than for physicians (physicians:
4.6%; 95% CI, 2.1%-7.7%; chatbot: 45.1%; 95% CI, 38.5%-51.8%).
This amounted to 9.8 times higher prevalence of empathetic or
very empathetic responses for the chatbot.

The Pearson correlation coefficient between quality and em-
pathy scores of responses authored by physicians was r = 0.59.
The correlation coefficient between quality and empathy scores
of responses generated by the chatbot was r = 0.32. A sensitiv-
ity analysis showed longer physician responses were preferred
at higher rates, scored higher for empathy and quality, but re-
mained significantly below chatbot scores (eFigure in Supple-
ment 1). For instance, among the subset of physician responses
longer than the median length, evaluators preferred the re-
sponse of chatbot to physicians in 71.4% (95% CI, 66.3%-
76.9%) of evaluations and preferred the response of chatbot to
physician responses in the top 75th percentile of length 62.0%
(95% CI, 54.0-69.3) of evaluations.

|
Discussion

In this cross-sectional study within the context of patient ques-
tions in a public online forum, chatbot responses were longer
than physician responses, and the study’s health care profes-
sional evaluators preferred chatbot-generated responses over
physician responses 4 to 1. Additionally, chatbot responses were
rated significantly higher for both quality and empathy, even
when compared with the longest physician-authored responses.

We do not know how chatbots will perform responding to
patient questions in a clinical setting, yet the present study
should motivate research into the adoption of AI assistants
for messaging, despite being previously overlooked.® For in-
stance, as tested, chatbots could assist clinicians when mes-
saging with patients, by drafting a message based on a pa-
tient’s query for physicians or support staff to edit. This
approach fits into current message response strategies, where
teams of clinicians often rely on canned responses or have
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Figure. Distribution of Average Quality and Empathy Ratings for Chatbot and Physician Responses to Patient Questions

E Quality ratings

Chatbot

Physicians

Density

Very Poor Acceptable Good Very
poor good

Response options

Empathy ratings

Chatbot

Physicians

Density

Empathetic Very
empathetic

Moderately
empathetic

Response options

Not Slightly
empathetic empathetic

Kernel density plots are shown for the average across 3 independent licensed health care professional evaluators using principles of crowd evaluation.

A, The overall quality metric is shown. B, The overall empathy metric is shown.

support staff draft replies. Such an Al-assisted approach could
unlock untapped productivity so that clinical staff can use the
time-savings for more complex tasks, resulting in more consis-
tent responses and helping staff improve their overall commu-
nication skills by reviewing and modifying Al-written drafts.

In addition to improving workflow, investments into Al as-
sistant messaging could affect patient outcomes. If more pa-
tients’ questions are answered quickly, with empathy, and to a
high standard, it might reduce unnecessary clinical visits, free-
ing up resources for those who need them.?! Moreover, mes-
saging is a critical resource for fostering patient equity, where
individuals who have mobility limitations, work irregular
hours, or fear medical bills, are potentially more likely to turn
to messaging.?? High-quality responses might also improve
patient outcomes.?® For some patients, responsive messag-
ing may collaterally affect health behaviors, including medi-
cation adherence, compliance (eg, diet), and fewer missed ap-
pointments. Evaluating Al assistant technologies in the context
of randomized clinical trials will be essential to their imple-
mentation, including studying outcomes for clinical staff, such
as physician burnout, job satisfaction, and engagement.

Limitations

The main study limitation was the use of the online forum ques-
tion and answer exchanges. Such messages may not reflect typi-
cal patient-physician questions. For instance, we only studied
responding to questions in isolation, whereas actual physicians
may form answers based on established patient-physician rela-
tionships. We do not know to what extent clinician responsesin-
corporate thislevel of personalization, nor have we evaluated the
chatbot’s ability to provide similar details extracted from the elec-
tronic health record. Furthermore, while we demonstrate the
overall quality of chatbot responses, we have not evaluated how
an Al assistant will enhance clinicians responding to patient ques-

JAMA Internal Medicine June 2023 Volume 183, Number 6

tions. The value added will vary in many ways across hospitals,
specialties, and clinicians, as it augments, rather than replaces,
existing processes for message-based care delivery. Another limi-
tation is that general clinical questions are just one reason patients
message their clinicians. Other common messages are requests
for sooner appointments, medication refills, questions about their
specific test results, their personal treatment plans, and their
prognosis. Additional limitations of this study include: the sum-
mary measures of quality and empathy were not pilot tested or
validated; this study’s evaluators despite being blinded to the
source of aresponse and any initial results were also coauthors,
which could have biased their assessments; the additional length
of the chatbot responses could have been erroneously associated
with greater empathy; and evaluators did not independently and
specifically assess the physician or chatbot responses for accu-
racy or fabricated information, though this was considered as a
subcomponent of each quality evaluation and overall response
preference.

The use of a public database ensures that the present study
canbereplicated, expanded, and validated, especially as new
Alproducts become available. For example, we considered only
unidimensional metrics of response quality and empathy, but
further research can clarify subdimensions of quality (eg, re-
sponsiveness or accuracy) and empathy (eg, communicating
the patient is understood or expressing remorse for patient out-
comes). Additionally, we did not evaluate patient assess-
ments whose judgments of empathy may differ from our health
care professional evaluators and who may have adverse reac-
tions to Al assistant-generated responses. Last, using Al as-
sistants in health care poses a range of ethical concerns®* that
need to be addressed prior to implementation of these tech-
nologies, including the need for human review of AlI-
generated content for accuracy and potential false or fabri-
cated information.
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Conclusions

While this cross-sectional study has demonstrated promising
results in the use of Al assistants for patient questions, it is
crucial to note that further research is necessary before any
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How Chatbots and Large Language Model Artificial Intelligence
Systems Will Reshape Modern Medicine
Fountain of Creativity or Pandora’s Box?

Ron Li, MD; Andre Kumar, MD, MEd; Jonathan H. Chen, MD, PhD

In an era of clinicians being burned out by electronic medical
records and documentation burdens, we might all dream of hav-
ing a personal scribe to draft progress notes, translate patient in-
structions, summarize the literature, complete insurance au-

= thorization paperwork, and
Related articles pages 507 and respond to unending l.n—ba.s—
589 ket messages, as described in

the Perspective in this issue of
JAMA Internal Medicine.' This would have sounded like a fan-
tasy just a few years ago, but the release of rapidly developing
chatbots now demonstrates the potential of large language model
artificial intelligence (AI) systems with surprisingly adept lan-
guage manipulation and knowledge processing capabilities. The
underlying foundation model technology rides atop the peak of
inflated expectations,? reflecting a disruptive technology likely
to change the way we work and live, even as we must be aware
of substantial limitations. Good or bad, ready or not, Pandora’s
box has already been opened. One such large language model,
ChatGPT, is the fastest-growing internet application in history
with more than 100 million users. This has shifted access to so-
phisticated Al capabilities away from concentrated pockets of
technical experts to the masses, where all types of otherwise un-
imaginable (and unintended) use cases are being discovered. To
ensure that the adoption of such tools into health care practice
is done effectively and responsibly, physicians must lean in to
understand and drive this conversation.

Large language models represent the underlying class of ma-
chine learning models trained in autocomplete tasks. Given the
words “coronary artery,” these models may predict the next
word to be “disease,” “bypass graft,” or “calcification” based on
statistical parameters learned from prior training data text on
how often those words appear together. These models have been
growing increasingly larger, learning billions of parameters from
many billions more books, articles, and conversations across the
internet. This scale and fine-tuning by human examples* have
enabled the relatively simple autocomplete concept to exhibit
surprising emergent properties of complex language capabili-
ties including summarization, translation, and question an-
swering, even without specific training for such tasks the way
most other narrow Al systems work.> Especially striking for the
medical community is that these systems can now perform at
alevel that passes the US Medical Licensing Examination,® while

JAMA Internal Medicine June 2023 Volume 183, Number 6

generating responses to patient questions posted on a social me-
dia forum with higher quality and empathy than responses by
human physicians, as demonstrated in a cross-sectional study
in this issue of JAMA Internal Medicine.”

The combination of these large language models with a fa-
miliar chat interface enables humans and Al systems to engage
in adynamic dialogue through the high-bandwidth yet relatable
medium of human language. Given how language deeply affects
how we think, behave, and communicate, this arguably makes
these systems more dangerous when they are inaccurate or bi-
ased. Language models are prone to confabulation, assembling
coherent strings of words into sentences that sound believable
while being completely fabricated. Imagine a trainee who tells
you when they are unsure vs another who confidently bluffs their
way through rounds with made-up information—which one is
abigger liability for patient care? With both the capabilities and
limitations of such systems in mind, we consider 3 levels of health
care applications for large language model systems with increas-
ing potential for disruption (and uncertainty).

Simplify (If Not Replace) Tasks Involving Text Analysis,
Synthesis, and Generation

In an era when physicians regularly spend more time on the
electronic medical record than with patients, language mod-
els could assist with clerical documentation activities, such as
drafting notes and administrative letters, as well as perform
the laborious “chart biopsy” tasks to create succinct summa-
ries from dense patient medical records. Applied to medical
information at large, these tools can analyze, synthesize, and
summarize all of the published literature, textbooks, and in-
ternet content into an understandable and usable format. The
risk of course is that this could just as easily propagate false,
biased, or otherwise flawed information from such sources
without regard for accuracy.

Enable New Workflows and Models of Care Delivery

Just as companies use AI chatbots for customer service,
health systems may begin to use language models to facilitate
patient communication. Language model-enabled patient
portals may become the “front door” for health system infor-
mation, relieving bottlenecks created by staffing call centers,
in-basket pools, and overwhelmed clinics. For communica-
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